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Exercise 1. (Gauss Theorem)
Let Ω ⊂ Rd be an open, bounded domain with piecewise smooth boundary ∂Ω. Let
f ∈ C1(Ω), g ∈ C2(Ω) and u ∈ C1(Ω;Rd) a vector field. Based on the Gauss theorem∫

Ω
∂if =

∫
∂Ω
νif ∀i = 1, . . . , d

with outside normal vector ν prove the following equations.

a)
∫

Ω
∇ · u =

∫
∂Ω
ν · u

b)
∫

Ω
∇f · ∇g = −

∫
Ω
f∆g +

∫
∂Ω
ν · f∇g

(3+3 Points)

Exercise 2. (Lax-Milgram Theorem)
Let V be a closed, convex set in an Hilbert space H and a : H × H → R an elliptic
(i.e. continuous and coercive) bilinear form. Prove that for every ` ∈ H ′, where H ′ is the
dual space of H, the variational problem

J(v) := 1
2a(v, v)− 〈`, v〉 −→ min !

has a unique solution in V .
You can show that all minimizing sequences are Cauchy sequences using the parallelo-
gram identity.

(8 Points)

Exercise 3. (Céa Lemma, does not count towards admission)
For a Hm(Ω)-elliptic bilinear form a(·, ·) consider the solution u ∈ Hm(Ω) of the varia-
tional problem

a(u, v) = 〈`, v〉 for v ∈ Hm(Ω).

where ` is a linear form over Hm(Ω). Let Sh be a subspace of Hm(Ω) and uh the solution
of the variational problem restricted to Sh. Prove that

‖u− uh‖m ≤
C

α
inf

vh∈Sh

‖u− vh‖m

for constants C > 0, α > 0.
(0 Points)
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