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A priori error estimates for state constrained semilinear parabolic
optimal control problems

FRANCESCO LUDOVICI, IRA NEITZEL, AND WINNIFRIED WOLLNER

ABSTRACT. We consider the finite element discretization of semilinear para-
bolic optimization problems subject to pointwise in time constraints on mean
values of the state variable. In contrast to many results in numerical analysis of
optimization problems subject to semilinear parabolic equations, we assume
weak second order sufficient conditions. Relying on the resulting quadratic
growth condition of the continuous problem, we derive rates of convergence as
temporal and spatial mesh sizes tend to zero.

1. INTRODUCTION

This paper is concerned with optimal control problems governed by semilinear
parabolic partial differential equations (PDEs) subject to pointwise in time con-
straints on mean values in space of the solution to the PDE. We derive convergence
rates for a space-time discretization of the problem based on conforming finite el-
ements in space and a discontinuous Galerkin discretization method in time. The
control variable is an R™-vector-valued function depending on time, acting dis-
tributed in the domain. The inequality constraint on the solution of the PDE is
imposed pointwise in time and averaged in space. Extending the result of [26] to
the case of semilinear parabolic PDEs, we consider, for a time interval I = (0,7)
and a domain © C R? the following problem

(1a)  Minimize J (g, u) : / / (t,2) — ua(t, 2))2dedt + & / (0T q(t)dt,

where the state u(t, z) and the control ¢(t) = (g;), are coupled by the semilinear
parabolic PDE

Owu(t, x) — Au(t,x) + d(t, z, u(t, z) qu gi(x in I x 9,
(1b) u(t,z) = 0 onl x 09,
u(0, z) = ug in {0} x Q,

with a monotone and smooth nonlinearity d. Further, we consider control con-
straints

(1c) Gmin < q(t) < Gmaa a.e. inl,
and, for a given weighting function w(z), state constraints

(1d) / u(t,z)w(z)de <0  Vte[0,T].
Q
The precise formulation of the problem will be given in the next section.

Date: February 26, 2016.
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This class of problems is a simplified model motivated by applications from in-
dustrial processes like cooling/heating in steel manufacturing, or tumor therapy
in biomathematics. For an extended overview of the possible applications we re-
fer, e.g., to [14,21]. In many of these applications the control variable depends
on finitely many parameters with fixed spatial influence but varying in time. Fur-
ther, especially in cooling processes and material optimization, bounds on the state
variable and its derivatives are prescribed to avoid material failure and to preserve
product quality.

Despite all these interesting applications, the literature on a priori error estimates
for semilinear parabolic optimal control, even without state constraints, has only
a few contributions. Error estimates were derived in [23,31] in a setting including
bilateral control constraints; in the latter the authors also discussed several control
discretization approaches. Error estimates were obtained in [12,13] for a problem
without control and state constraints.

The lack of results for semilinear parabolic problems in the presence of state
constraints is also explained by the sparsity of results for the corresponding linear
theory. Only recently, error estimates for the space-time discretization of the state
equation in the L°°(I, L3(Q)) and L®°(I, H(2))-norm were derived in [26] and [25],
respectively. Indeed, estimates in these norms are necessary for the consideration
of constraints pointwise in time on the mean value of the state variable and its
first derivative. We would also like to point out the new result [24] where a point-
wise (quasi)-best-approximation result in L (I x Q) for the discretization of linear
parabolic PDEs has been derived.

Confining ourselves to the linear parabolic setting, error estimates in the L2-norm
for pointwise in time and space state constraints are derived in [18], while [15] is
concerned with the variational discretization approach. For control constraints, we
refer to [27,28].

Less sparse is the literature on state constrained semilinear elliptic problems.
We refer the reader to [8,20,30] and the references therein.

Recently, more attention was devoted to the study of second-order optimality
conditions for state constrained parabolic optimal control problems. A well-written
survey on the state-of-the art can be found in [11].

For the case at hand, we will rely on second-order sufficient conditions (SSCs)
that were introduced in [6]. The authors, inspired by techniques from nonlinear
optimization in finite-dimensional spaces, obtained SSCs that are very close to the
necessary ones. Their analysis was limited to the one dimensional case, i.e., Q C R!,
and has been extended in [14] to domains of arbitrary dimensions considering, as
in our case, R™-vector valued controls functions depending on time only. Due to
the nature of the problem, the resulting cone of critical directions can be recasted
also from the theory of semi-infinite optimization [2].

Seminal papers for the theory of SSCs in presence of integral state constrains
are [5,17]. The former deals with boundary controls and handles the state con-
straints using Ekeland’s principle. The latter considers a nonlinearity in the bound-
ary conditions and uses concepts of semi-group theory to cope with the limitations
on the dimension of the domain. More recently, [22] has overcome the limitation in
the dimension using concepts of maximal parabolic regularity. For other contribu-
tions to the theory of SSCs in presence of state constraints, we refer to [3,9,33].
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In this paper one of our main aims is to use weak SSCs for the continuous
problem as derived in [6] in order to prove discretization error estimates. For elliptic
state-constrained problems, it is known that the proof of convergence requires the
quadratic growth condition for the continuous problem, only. Once the quadratic
growth for the continuous problem is given, it does not matter if the growth is given
due to weak or strong SSCs, see [30] in the elliptic case.

In the parabolic setting, if one wants to achieve a clear separation of the spa-
tial and temporal errors, the numerical analysis has previously been done in two
steps introducing an intermediate time-discrete problem, cf., [25,27, 28] for convex
or [31] for non-convex problems. As a consequence of this approach, a quadratic
growth condition has to hold for the time-discrete problem in order to prove an
error estimate for the fully-discrete problem. Rather than relying on an additional
assumption for each time-discrete problem, SSCs can be transfered from the contin-
uous to the semidiscrete level if one uses a rather strong SSC, see [31]. In contrast,
weak SSCs have not been shown to be stable with respect to time discretization;
and it is not clear at all if this is possible without further assumptions.

In this paper, in favor of the more general weak SSCs, we will derive error
estimates without the use of an intermediate auxiliary problem. Our main result
is the error estimate of Theorem 33, namely the convergence

T 1 T
1q — axnllz2cr mmy <C<k<logk+1) +h (logk—i—l))

which coincides with the orders obtained for convex problem in [26].
Our technique allows to derive an estimate for the error between the continuous
and semidiscrete solution of order

_ _ T 1
||q - qk||%2(I7Rm) < ck(log E + 1) 27

only depending on the time step size k. The price we pay for not transfering the
SSC is that the analogous error estimate

T
lgr — Cjlch”QL?(I,]Rm) < ch2<10g % + 1)

can not be shown.

The paper is organized as follows: in Section 2, we give a precise definition of the
model problem sketched in (1), introduce the operators and functionals involved
in the analysis and state first and second order optimality conditions. Section
3 is devoted to the time and space discretization of the problem. In Section 4,
we derive estimates in the L> (I, L?(£2))-norm for the discretization error between
the solution of the continuous, semidiscrete and discrete state equation, extending
techniques from [26] for linear parabolic problems to the case at hand. The core of
the paper is Section 5. Extending techniques for the elliptic case presented in [30]
to the parabolic case, we derive the rate of convergence for the optimal control
problem.

2. ASSUMPTIONS AND ANALYTIC SETTING

In this section, we discuss the precise analytic setting of the problem, introduce
the main assumptions, and fix the notation.
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The spatial domain 2 C R? is a convex, bounded domain with C2-boundary 02
and I = (0,7T) is a given time interval. Further, for i = 1, ..., m, we consider controls
¢; € L?(I) and fixed functions g; € L°°(£2). We assume that the desired state
satisfies ug € L2(I x Q) and the initial data satisfies ug € H}(Q) N H2(2) N C(Q).
The state constraint is denoted by F'(u) := (u,w), where w € L>(Q) is a weighting
function.

In the following, we set V := H}(Q), H := L?(Q); (-,-); denotes the standard
inner product in L*(I, H), i.e., (-,-); = [;(-,-)dt with associated norm | - ||;, while
(-,-) and || - || is used for L?(Q2). Throughout the paper, ¢ will denote a generic con-
stant independent of the discretization parameters, that may take different values
at each appearance.

Before discussing the problem in detail, we impose the following usual assump-
tions on the nonlinearity, see, e.g., [35, Chapter 5, Assumption 5.6].

Assumption 1. The nonlinearity d(t,x,u): I x Q x R is assumed to satisfy the
following:
(i) For all u € R, the nonlinearity is measurable with respect to (t,x) € I x 2.
Further, for almost every (t,x) € I xQ it is twice continuously differentiable
with respect to u.
(i) For u = 0, there is ¢ > 0 such that d(t,z,u) satisfies, together with its
derivatives up to order two, the boundedness condition
(- 0) | oo (1x2) + 10ud (-, -, 0)[| o (1x ) + 102 (-, -, 0) [ Lo (1) < €.

Further, each of these satisfy a local Lipschitz condition with respect to u,
i.e., for any M > 0 there exist a constant L(M) > 0 such that for any
luj| <M j=1,2 there holds

”a;d(? 5 ul) - 813d(7 Bl UQ)HLN(IXQ) < L(M)|U1 - u2|a
for every i =0,1,2 and almost every (t,x) € I x Q.

(iii) For all uw € R and for almost every (t,x) € I x Q, there holds the mono-
tonicity condition

Oud(t,z,u) > 0.

When no confusion arises, we shorten the notation for the semilinearity from
d(+, -, u) to d(u).

We now focus on the well-posedness of the state equation (1b). We introduce
the Hilbert space

W(0,T) = {u € L*(I,V),0mu € L*(I,V*)},
and the space of admissible controls
Qad = {q € L2(17Rm) |QMin < Q(t) < Gmaz, a-€. iIlI}

with ¢min < maz € R™.
Denoting with V* the dual space of V', we recall that the triplet

Ve HSV"
forms a Gelfand triple. Then, for u,p € W(0,T) we define a bilinear form

b(u, ) = (yu, o)1 + (Vu, Vo)1 + (u(0), »(0))
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and the weak formulation of (1b) reads: for given ¢ € L?(I,R™) and initial data
ug € VN H?2(Q)NC(Q), find u € W(0,T) satisfying

(2) b(u’ 90) + (d(’ "u)asp)l = (qg,‘P)I + (anQD(O))’ VQO € W(O’T)

It is well known that (2) admits a unique solution u € W(0,7) N C(I x Q), see,
e.g., [35, Theorem 5.5]. Further, thanks to the monotonicity assumption on d(-, -, u),
the solution u of (2) satisfies the additional regularity

(3) w€ LI,V N H?(Q) N L¥(I x Q)N HY(I, L*(Q)),

and the following stability estimates hold, cf. [31, Proposition 2.1], justifying the
use of the L? inner-product in the notation of (2).

Proposition 2. Let u € W(0,T) be the solution of (2) for given data q,g, ug and
d. Then, there holds

ull Lo (rx0) < e(llggllLe=(rxa) + woll L) + 11d(0) || Lo (1x0))
lull L2(r,vy + lull Lo vy + 10wullr < e(llaglls + lluollv + [1d(0)]11)-

Remark 3. We observe that the regularity of w € W(0,T) is enough to treat the
state constraint. Indeed, there holds the embedding W(0,T) — C(I,H) and we
have F: W(0,T) — C(I) where

Flu)(t) = /Q u(t, 7)o (z)dz.

On the other hand, we require more regularity for the solution of (2), because
stability estimates in the norms of L>(I x Q), L>®°(I, H) will come into play to
ensure Lipschitz continuity for the control-to-state map. Further, we note that
up € VNC(Q) is enough to ensure well-posedness of the problem. The assumption
up € H%(Q) is posed to use results from [26, 28], where this regularity is required to
fully exploit the approximation property of the discontinuous Galerkin method.

(4)

Thanks to (1c), we can regard the control variable ¢ as an element of L>° (I, R™).
Then the following definitions are justified. We introduce the control-to-state map

S: L®°(I,R™) — W(0,7) N C(I x Q),

associating to any given ¢ the solution u(q) := S(q) of (2). We denote the concate-
nation of the control-to-state map and the state constraint F by

G = (FoS): L®I,R™) — C(I).

In the subsequent analysis, we will need G to be of class C2. This is indeed the
case, see [6].

In order to formulate the optimal control problem in reduced form, we introduce
the set of feasible controls

Qfeas = {q S Qad ‘ G(Q) S O}
Then, (1) reads
(P) min j(q) := J(g,5(q))  s:t. ¢ € Qreas-

Proposition 4. Assuming the existence of a feasible point, problem (P) admits at
least one solution (q,u) € L*(I,R™) x (W(0,T)NC(I x Q)N HY(I,H)), where
a=5(q).
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Proof. The existence of a feasible point will be justified in the next section after
introducing a Slater type regularity condition. The additional regularity of the
control is a consequence of the box-control constraints. Then, the assertion follows
by standard arguments see, e.g., [35, Theorem 5.7]. O

We remark that the problem at hand is non-convex due to the presence of the
nonlinear term in the state equation. As a consequence, it is suitable to consider
local solutions as defined below.

Definition 5. A control § € Q feas is a local solution in the sense of L*(I,R™) if
there exists some € > 0 such that there holds

3@ < ja)
for all q € Qfeas with ||q — || 21 rm) < €.

We conclude the section with well-known differentiability properties of the op-
erators and functionals involved in the analysis, referring to [35, Chapter 5] for
details.

Lemma 6. The map S: L>®(I,R™) — W (0,T) N L>®(I x Q) is of class C? from
L>°(1,R™) to W(0,T). For p € L*(I,R™) and for all ¢ € W(0,T), its first
derivative S/(q)p =: vy n direction p is the solution of

(5) b(vp, @) + (Oud(-, - u(q))vp, @)1 = (P, ©)1-

Forpy,py € L®(I,R™) and for all p € W(0,T), the second derivative s (@Q)p1p2 =:
Up,p, i1 the directions pi,pa is the solution of

(6) b(”plpza@) + (Oud(-, -, uq)”plpzv@)l = —(Ouud(:, 'vuq)”mvpzv@)l:

where vy, ,Vp, are given by (5).
For S and its first derivative the following Lipschitz properties hold.

Lemma 7. For p,q1,q2 € Qqq, there exists a constant ¢ > 0 such that

(7a) 15(q1) — S(a2)ll1 < ellar — @2l L2z .rm)s
(7b) 15(q1) — S(@2)|zee 1.1y < cllar — @221 rm),
(7c) 15(q1) = S(g2) o r,vy < cllar — @221 ,mm)ys
(7d) 1S (@) — S (a2)pllr < cllar — gellz2crm) 1Pl L2 (r.mm),
(7e) 1S (q)p — S (@2)pllLe=r,m) < cllar — @22 rm) Pl 22 (18-

Proof. The claim follows from [31, Lemma 2.3] where, for ¢1g,¢29 € L (I x Q), it
is shown that

15(q1) = S(a2)llr < cllglar = g2)ll1-
Adapting the argument to the time dependent nature of the control variable for

the case at hand, we deduce
1S(a1) = S(@)ll1 < ellgllz=@llar — a2llzzrrm).-

Similarly, we deduce (7b), (7d), compare with the proof of [31, Lemma 2.3].
To show (7e), we consider £ := S (q1)p — S (¢2)p and define @ := S (g2)p. We
note that, for any ¢ € W(0,T), £ fulfills

(8) b(&, ) + (Qud(u(q1))€, @), = — (Oud(u(q1))i — Oud(u(g2))i; @) ;-
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It is clear that, due to the boundedness of 8,d(-), for S’ (q)p there hold the same
stability estimates as for S(q), compare with (4). Then, by means of such stability
estimate in L*° (I, H) in combination with the Lipschitz continuity of 9,d(-), we
obtain

€]l Lo 1,1y < €]l (Bud(u(qr)) — Dud(ulg2)))allr
< cllu(gq1) — ulga2) L2 (rx) @l Larx)
< cllulqr) — ulg2) | oo (1,v) @l oo (1,v)
< cla = e2llzlpll,
where we used the embedding L>°(I, V) — L*(I x Q). O

Corollary 8. The functional j(q): L=(I,R™) — R is of class C? in L>(I,R™)
and for q,p,p1,p2 € L>(I,R™) there holds

ﬂwm—é;}mm+m@mmmmm,

f@mm:/<%%ﬁm%m—%@mmwmwm%wgwm
Q

I
where zo(q) € W(0,T) is the adjoint state associated with q and j, defined, for all
p € W(0,T) as the unique solution of

(9) b(@vz) + (3ud(7,U(Q))Z,¢)I = (uq 7ud7@)la
and vp,, i = 1,2 is defined as (5).

Remark 9. As observed in [35, Section 5.7.4], when the control appears quadrat-
ically in the cost functional and linearly in the state equation, then the reduced
cost functional is of class C? not only in L>(I,R™) but also in L*(I,R™), see
also [6, Remark 2.8]. In particular, this allows the introduction of a quadratic
growth condition without two-norm discrepancy.

2.1. Optimality conditions. In this section, we discuss the optimality conditions
for our optimal control problem. In a first step, we state standard first-order neces-
sary conditions in KKT form. Then, we introduce second-order sufficient conditions
using the approach developed in [7] for semilinear elliptic problems. Their analysis
was extended to semilinear parabolic problems in [6] for the one-dimensional case.
Indeed, in [6] control functions are from L?(I x ). As a consequence, the control-
to-state map is not in general twice continuously differentiable from L2(I x Q) to
C(I xQ), however, it is always the case in the one-dimensional setting. This restric-
tion has been circumvented in [14], considering, as in this paper, controls depending
on time only.
We rely on the following linearized Slater’s regularity condition.

Assumption 10. Given a local solution q of (P), we assume the existence of
Qv € Qaq such that

(10) G(@)+ G (@(a —a) < = <0,
for some v € RT.

Based on the Slater condition, we obtain first order necessary optimality condi-
tions in KKT form, see, e.g., [3].
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Theorem 11. Let § € Qfeqs be a local solution of (P) such that Assumption 10 is
satisfied, and let u be the associated state. Then, there exists a Lagrange multiplier
i€ C(I)* and an adjoint state z € L?(1,V) such that

(11&) b(ﬂ’ 90) + (d(’ ~,’(_L), 50)1 = (qga 90)1 + (UOa (p(())) v@ € W(OvT)v
(11b) by, 2) + (¢, 0ud(-, - w)2) = (U — ug, p)1 + (i, F9)) Vo € W(0,T),
(116) Oé((j, q CDL2(I) + (27 (q - (j)g)I >0 Vq € Qad>
(

11d)  (F(a),n) =0, p >0, F(a) <0

where we used the linearity of F(-), and (-,-) denotes the duality pairing between
C(I)* and C(I).

To discuss SSCs, we introduce the Hamiltonian function H: RxQXxRxRxR — R
given by

1 2, & 9 -
H(q,u,z) = H(t,z,q,u,z) = §(u— ug)” + 54 +Z(;%‘9i - d(u)),
suppressing the first two arguments ¢,z in the exposition. Moreover, the reduced
Lagrangian function is given by

L(q,p) = j(q) + (1, G(u)).

Remark 12. For better readability, at each (t,x) € (I x ), we denote by H,L

the Hamiltonian and Lagrangian function when evaluated at (q,u,z). We note that

2 . . .
%, %qf;’ are, respectively, an R™-vector and an R™*™-matriz. When referring to

the i-th component and the (i,j)-entry, we abbreviate 0,H;, 83Hm-, respectively.
We now give the cone of critical directions associated with § € Qfeas, following [6].
Introducing the conditions

>0 if qi = Qmin,
(12) pi(t)=4¢ <0 if ¢i = gmaa; foralli=1,....m
—0 if [,,0,Hdx #0,

(13) F(v,) = %i(a)up <0 i F(a) =0,
(14) F(u,)dp =0,
Q

where v, is defined by (5), the cone of critical direction is given by
(15) Cy = {p € L*(I,R™)|p satisfies (12), (13), (14)}.
After this preparation, we postulate the following second-order sufficient condition.

Assumption 13. Let § € Qfeqs fulfill, together with the associated state u, the ad-
joint state z, and Lagrange multipliers fi, the first-order optimality conditions (11).
Then, we assume

O*L

(16) q

p? >0 Vp € Cz\ {0}.
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Remark 14. Comparing the second-order sufficient condition of Assumption 13
with the one of [6], we observe that the assumption

OH;;>¢ VteI\E/,Vi=1,..,m,
where
By ={ter]| yAaqudxy > v}

is the set of sufficiently active control constraints and &, v are positive constants, is
implicitly satisfied in our setting. Indeed, since the control appears quadratically in
the cost functional and linearly in the state equation, it trivially follows agﬁm =
al > 0, where I denotes the identity operator.

With the second-order conditions at hand, we obtain the following quadratic
growth condition.

Theorem 15. Let ¢ € Qfeqs satisfy the first order necessary optimality condi-
tions (11) and let Assumption 13 hold. Then, there exist constants §,n > 0 such
that

(17) 3(q) 2 (@) +llg — @l 22y momy
for any q € Qfeas with ||g — Gl 2(1rm) < 1.

Proof. The proof is by contradiction and moves along the lines of [6, Theorem 4.1].
The approach there has been extended to our setting in [14, Theorem 5]. The only
difference is the C2-differentiability in L?(I,R™) of the reduced cost functional j,
see Remark 9, leading to the quadratic growth condition (17) without two-norm
discrepancy. ([

3. DISCRETIZATION

We briefly describe the discretization in time and space of our problem. We use
the dG(0)cG(1) method, discontinuous in time and continuous in space Galerkin
method, referring to [34] for additional details.

The control variable is discretized implicitly by the optimality conditions through
the variational discretization approach, attributed to [19].

3.1. Time discretization. We consider a partitioning of I consisting of time in-
tervals I, = (tp—1,tn] for n = 1,..., N and Iy = {0}, where the times ¢; are such
that 0 =ty < t; < ... <tny_1 <ty =T. The length of the interval I, is k,, and we
set k = max,, k, imposing that k& < T. Further, we assume the existence of strictly
positive constants a, b, k such that the following technical conditions hold:
. b 7—1 kn

min k,, > ak”, < —
n>0 kn+1
We denote with Py(I,,, V) the space of piecewise constant polynomials on I, with
values in V. The semidiscrete state and trial space is

U =Up(V) = {or € L*(1,V) | 0;n = @kl1, € Po(In, V), n=1,..,N},

with inner product (-,-);, and norm || - ||;, given by the restriction of the usual

n

inner product and norm of L?(I, H) onto the interval I, i.e., (-,-)7, = fln(" -)dt.
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Our functions are piecewise constant on each interval. Thus, we can simplify
standard notation and for functions i € Uy we write

Pkn+1 = @;:n = lim Sok(tn + t) = lim @k(tn—kl - t), [@k]n = Pk,n+1 — Pk,n-
? t—0t t—0t

For uy, pr € Uy, the semidiscrete bilinear form is defined as

N N
Bluk, @) = Y _ Ok, 0)1, + (Vur, Vo) r + > ([tkln-1,9n) + (ur1,1)
N
= (Vug, Vo)1 + Z([uk]nfla on) + (uk1,01),

n=2

and the semidiscrete state equation reads: given ¢ € L?(I,R™), up € H*(Q) NV,
find uy, = ur(q) € Uy such that

(18) B(ug, or) + (d(-, -, ur), ox)1 = (49, ¢r)1 + (uo, @r,1), Yor € Ug.

Using standard arguments, one can show that (18) admits a unique solution in
Uy, see [31, Theorem 3.1] and the references therein. Further, in the subsequent
analysis we will heavily rely on the fact that the solution is also uniformly bounded
in L>°(I x Q) independent of k.

Proposition 16. For the solution ug, € Uy of (18) the following stability estimates
hold

(19) kLo (1xy < e(lggllLerxa) + lluollzes + [1d(-, -, 0)[|Lr(rx0))
(20) lurll oo rvy < e(llagll7 + lluollv + 11d(-, -, 0)lI1), Lo
where p > 2.

Proof. For the boundedness of |lug||z(rxq) we refer to [31, Theorem 3.1]. The
estimate (20) follows by [31, Theorem 3.2]. O

As for the continuous case, we now introduce the semidiscrete control-to-state
map

Sk : LOO(I,Rm) — Uk,

associating to any given ¢ the solution ug(q) := Sk(q) of (18). The state constraint
is

Fy = (r,w): Uy = Ux(R),
the concatenation of the control-to-state map with F} is denoted by
G = (Fx 0 Sg): L>=(I,R™) — Uk(R),
and the set of feasible controls by
Qk teas = {q € Qaa | Gr(q) <0}
Then, the semidiscrete version of (IP) reads
(Py) min jx(q) := J(g, Sk(q)) s.t. ¢ € Qk feas-

Arguing as in the continuous case, we have that Sj and G}, are of class C?.
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Lemma 17. The operator Si: L°°(I,R™) — Uy is of class C%. For up = Sk(q)
and p € L*(I,R™), its first derivative S,;(q)p = Ugp, 0 direction p, is the
solution of

(21) B(“k,m@k) + (3ud('7 '7Uk)vk,p790k)l = (p97<Pk)I, Vor € Ug.

For p1,ps € L™ (I,R™), its second derivative Sg(q)plpg = Uk p1ps» i1 the directions
D1,D2, 15 the solution of

(22) B(vk,mpz ) @k) + (aud('7 K uk)vk,mpza Wk)l = 7(auud('a ) uk)vk,mvk,ma ‘Pk)[a
for all ¢y, € Uy,.
Similarly to S, also for Sj and its first derivative there holds a Lipschitz property.

Lemma 18. For ¢q1,q2,p € L>®(I,R™) there holds

(23a) [15k(q1) — Sk(a2)llr < cllar — g2l z2(1.rm).
(23b) ISk (a)p — Sp(a2)pllr < cllar — aell 2z 1Pl L2 (r rm)-
(23c) 1Sk (q1)p — Si(a2)pll o1,y < cllar — g2llL2z.m) Pl L2 (1R

Proof. The proof is analogous to the one of Lemma 7 utilizing [31, Lemma 3.1]. O

3.2. Space discretization. We consider a family 7}, of subdivisions of ) consisting
of closed triangles or quadrilaterals (tetrahedral or hexahedral in dimension three) T'
which are affine equivalent to their reference elements. The union of these elements
Qp = int(UTeTh T) is assumed to be such that the vertices on 9 are located
on 0f2. We assume the family 7; to be quasi-uniform and shape regular in the
sense of [4] denoting by hp the diameter of T and h := maxre7;, hy. Then, we
define the conforming finite element space Vj, C V' as the space of piecewise linear
functions with respect to 7, with the canonical extension v| 0, = 0 for any v € V},.

Moreover, we assume that the sequence of spatial meshes is such that the L2-
projection onto Vj, is stable with respect to the H'-norm, for conditions ensuring
this stability see, e.g., [1]. Then, the discrete state and trial spaces are given by

U = Ukn(Va) = {@xn € L*(I, Vi) | Yknin = @rnlr, € PoIn, Vi), n=1,..,N},

and the discrete state equation reads: for ¢ € L (I, R™), find ugp, = ugn(q) € Uk,
such that

(24)  B(ugn, 0xn) + (d(, - ukn), oxn)1 = (49, Prn)1 + (w0, Prn,1)s Yorn € Ukn-

Just as in the semidiscrete case, we have the following stability estimates, see [31,
Theorem 4.1]. We remark again that the uniform boundedness of wy;, independent
of the discretization parameters k, h will play a crucial role.

Proposition 19. For the solution ugn, € Ugn of (24) the following stability esti-
mates holds

(25) lurnll Lo (1x0) < C(”qg”LP(IxQ) + [[Thuol| oo (@) + [1d(-, '7O)||LP(I><Q))
(26) urnll Lo rvy < e(lggll + IMnuollv + [Id(-, -, 0)[|7),

where p > 2 and I1j,: V — Vj, is the L?-projection in space.
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Next, we introduce the discrete control-to-state map Sk : L (I, R™) — Ugy, the
discrete state constraint Fyy, : Ugn — Ugn(R), the C%-functional Grp, = (Fpp, o Skn),
and the set of feasible controls Qip feas = {¢ € Qad | Grn(q) < 0}.

The discrete problem reads

(Prn) min jxn(q) := J(q, Skn(q)) s.t. ¢ € Qkh,foas-

Similar to the semidiscrete case, first and second derivatives of the discrete control-
to-state map Sk, are defined via (21), (22), respectively, with test functions from
Ugp. Further, for Sy, and its first derivative there holds the Lipschitz property
analog to Lemma 18, compare with [31, Lemma 4.1].

We formulate now standard KKT optimality conditions for problem (Pyy). These
conditions will be justified after the introduction of an auxiliary problem in Section
5. In particular, we will show in Lemma 30 that, for k, h small enough, the Slater
point for (1) is also a Slater point for (Pgp).

Theorem 20. Let Uy, € Qg feas be a local solution of (Pgp) with kg, € Uy the
associated state. Then, under Assumption 10, for k, h sufficiently small there exists
a Lagrange multiplier figy, € Upn(R)* N C(I)* and an adjoint state Zgp, € Ugp such
that

B(tgn, p) + (d(-, -, Ukn), )1 = (Gkng, )1 + (vo, Prn,1) Vo € Ugn,
B(p, Zkn) + (@, 0ud(-, -, Ukn) Zin) = (@ — ud, @)1 + (fkn, Frn()) Vo € Uk,
&(qrns @ — Grn) 21y + (Zrns (@ — Gen)g)r > 0 Yq € Qkn,feas,

(Frn(tgn), frn) =0, 1 >0,

where (-,-) denotes the duality pairing between Uy (R)* and Ugp(R). Further, the
Lagrange multiplier can be represented as an element of C(I)* by

N
_ - ﬂkh,n
(v, fign) = nz::l e

4. THE STATE EQUATION

/ v(t)dt, Vv € C(I) U Ugn(R).
I,

In this section, we are interested in the derivation of L>°(I, H) error estimates
for the solutions of the continuous, semidiscrete and discrete state equation. The
technique behind these estimates is based on a duality argument requiring, at any
level of discretization, the introduction of auxiliary linearized problems. This ap-
proach has been used in [26] for a linear parabolic state equation. We now intend
to extend it to the semilinear parabolic case adapting an idea of [32] for semilinear
elliptic equations.

4.1. Error estimates for the temporal discretization. In a first step, we in-
troduce the backward uncontrolled linearized counterpart of the state equation. For
a given fixed ¢ € L*>(I,R™), we consider u,uy solution of (2), (18), respectively,
and we define

u(t,x)—uy(t,z)

- d(u(t,e))—d(u(t,2)  ip u(t, ) # up(t, x)
"o else.

Then, we consider

— (¢, Ow)r + (Vo, Vw); + (¢, Jw); =0,

27) w(T) = wr,
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for any p € W(0,T) N H (I, H), with wr € H.
Denoting by I = (0,1), t € (0,T), a truncated time interval, we introduce

(0, O1d) ; + (Vep, V) ; + (p, dib) ; = 0,

(28) w(t) = wr.

Further, the semidiscrete counterpart of (27), for any . € Uy, reads

(29) Bk, wk) + (¢r, dwi)1 = (¢r,n,wr).-

Before starting, we observe that, for any ¢ € Uy, the following relations hold
(30) B(u — up,px) = —(d(u) = d(ur), o)1 = —((u = ug)d, @1)r

(31) B(pr,w — wy) = —(pk, (w — wy)d) 1.

In the following analysis, we will need negative norm estimates for the error
between the solutions of (27), (28), and (29). These estimates will be used to
derive the error at the time nodal points and inside the time intervals I,,. Their
derivation follows exactly as in [26, Lemma 5.1, Lemma 5.2], with minor changes
due to the presence of the linearization d of the semilinear term, and therefore it
is omitted. The crucial point is the boundedness of d in L°(I x Q) which follows
from the Lipschitz continuity of d(-) and the regularity of u,uy € L(I x Q).

For the convenience of the reader, the analog to [26, Lemma 5.1, Lemma 5.2] in
our case reads as follows.

Lemma 21. For the error between the solutions w, W, and wy of (27), (28),
and (29), respectively, there holds

. . T\ 3
=@l 3 111 + 10(0) = @(0)]| (0 < ek (log ) Il
T 1
o = willzs g,y + 10(0) = w20 < ck(1og ) .

With these estimates at hand, we are ready to derive the main result of the
section.

Theorem 22. For given qg € L*®(I,H) and ug € H?*(Q) NV, let w € U and
ug € Uy be the solution of (2) and (18), respectively. Then, there holds

T 1
lu — ugllLoe 1,y < Ck(IOgE + 1) ’ (HngLoo(J,H) + [Juol| 72y + ||d(0)||L°°(I><Q)>~

Proof. Let e, = u— uy, denote the error arising from the dG(0)-time-discretization.
In every time interval, we split the error into

(32) lewll oo (1, 21y < MJu) = w(tn)llLoe (1, m) + lu(tn) — wuk ()l Lo (1,0, 1)
(a1) (az2)

and we analyze the two terms (a1 ), (a2) separately. Then, taking the maximum over
all n = 1,..., N, we obtain the assertion. Without loss of generality, we consider
the last time interval Iy. For an arbitrary time interval I,,, we consider (27) on
I = (0,t,), (28) on I = (0,%) for i € (t,_1,t,], and the proof follows mutatis
mutandis, observing that 0 < log(¢,/k) < log(T/k).
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(a1) For a generic fixed time # € Iy, we start the derivation considering the
interpolation error u(t) — u(ty).

Consider the solutions w and @ to (27) and (28) on I = (0,1), respec-
tively, with terminal value wy = u(#) — u(ty). Integration by parts in time
of (27) and (28) gives

—(o(T), w(T)) + (¢(0),w(0)) + (D, w)1 + (V, Vw)1 + (i, dw); =0,

w(T
~(p(d), (#) + (£(0), 0(0)) + (D, W) + (Vip, Vi) ; + (p, dd) ; = 0,

for any o € W(0,T) N H*(I, H).
In particular, setting ¢ = u, the state equation (2) yields

—(u(T), w(T)) + (u(0), w(0)) + (a9, w)s — (d(u),w); + (u, dw); =0,
—(u(t), () + (u(0),w(0)) + (qg,@); — (d(u),@); + (u,dd); = 0.
By definition w(T) = w(#) = wr, subtracting the equalities above, we get
(u(?) = u(T), wr) =(u(0), w(0) — w(0)) + (g9, — w); — (ag,w)p\;
(33) —|—( s (W w)ci)f—(u,dw)I\f
(b1) (b2)
T (d(w), w0 — ) + (du), w) g
—_— ,

(b3) (ba)

We analyze the terms separately.
(b1) Due to the stability in L°°(I x Q) of the solutions of (2), (18) and the
Lipschitz continuity of d, we observe that ||d|| e (;xq) < ¢. Therefore,

(u, (0 — w)d); < clfullzmr,m 6 — wll s
(bs) Exploiting again the boundedness of d in L= (I x ), and |T — | < k,
we have
~ T ~
—(u,dw) ;< ‘ / (u, dw)dt’
i
< ckllull o (1, my lwl Loe (1, 1) -

(bs) The Lipschitz property of d(u) and the boundedness of d(0) in L (1, H)
yield
(d(w), w —0); = (d(u) — d(0), w — ); + (d(0),w — ),
< [ld(u) — d(0 )”Loo(IH)”w w”Ll(IH)
F 1dO) | oo (7, 1) 1w = DIl 17,11y
< C(||U||Loc(f,H) + Hd(o)||L°°(f,H)) llw =@l g1 7 a1y-
(bs) Using the same argument as for (bs), we conclude

< ck(||lull o (rxe) + 1A0) || oo (1 xe) ) 1wl Loe (1,10 -
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Going back to (33), but now with the value wr = u(t) — u(T) we obtain
Jud) — (D) < el = bl s 7,y + N = 2OV 15250 + Kol s
- (llagl e ca,m + luoll =y + 14O 2= (1x0)

o Nl zoe 1y + il e )-

Using the stability of the solution w of (27), i.e., ||[w||Le~ m) < clwr,
see, e.g., [26, Theorem 5.3], Proposition 2, Lemma 21 and after dividing by
|wr|| = ||u(t) — u(T)|, we conclude

. T 3
(34) Ju(@) —u(D)]| < cklog (- +1) (lalleqrm gl + luoll e

+ A |~ (1<) ).

(a2) To obtain the error of the dG(0)-discretization inside the time interval Iy,
we set wr = u(ty) — uk,n = u(T) — up,n in (27) and in (29). Then, for
any ¢ € Uy + (L2(I,V)N HY(I, H)) it holds

B(p,w) + (¢,dw); = B(p, wg) + (¢, dwr)1 = (o, w(T) — up,n).-
In particular, testing the relation above with ¢ = u — u; and making use
of (30) and (31), we have

|u(T) — up n||? = Blu — ug, w) + (u — ug, dw);

wi) 1 + ((u—ug)d, w);

+ ((u— uk)d W — W)

) —(d(u), w —wy);

(c1)

+ (g, (w — wi)d)r + (u — ug)d, w — w)7,

(c2) (c3)

where in the last step we used (2).
We consider the three terms (c;) — (¢3) separately.
(c1) Observing that L>(I,V) — L*(I, H), the stability result (4) of the
solution w of (2), the Lipschitz continuity of d(-), and the boundedness
of d(0) in L*°(I, H) yield

= B(u— ug,w — wi) — ((u — up)d,
= B(u,w — wg) + (u, (w — wi)d);
= (qga w — wk)[ + (u()v ( ) (

—(d(w),w —we)r < (lldw) = O] o 1,10y + 14O a1 ) 1w = wells
< C(H“”LDO(I,H) + ||d(0)||L°°(I,H)) [lw — wkHLl(LH)
< (llagllz + luollv + 14Ol r,m) ) o = w2t

(c2) The boundedness of d in L>®(I x ) and the stability result of the
semidiscrete equation of Proposition 16 yield

(ur, d(w — wi)) 1 < |Jwgl| poo (1,60 W — Wil £1 1)

< c(llaglls + luollv + Ol ) w = wil 2 1m0
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(c3) From the Lipschitz continuity of d(-), as well as the definition and
boundedness of d, it follows

(d(u —ug),w —wg)r = (d(u) — d(ug), w — wg) s
= (d(u) = d(0),w — wg)r + (d(0) — d(ux), w — wk)r
< C(||“||L°O(I,H) + ||uk||L°°(I,H)> llw = wllLrr,m)
< c(llaglls + lwollv + 1Ol ) lw = will 1z, m),

where in the last step, we used the stability of the solutions u, uy of (2)
and (18), from Proposition 2 and Proposition 16, respectively.
Summing up, for the error inside the time interval, we obtain

(35) NulT) = we I < el = wellprcrm + [0(0) = wk(O)l -2 )
- (llaglzo<crem + ol 2oy + 14O =1, ) -

In conclusion, combining (34) with (35) and thanks to Lemma 21, we obtain the
assertion dividing by |wr| = [|w(T) — uk, n||- O

4.2. Error estimates for the spatial discretization. We develop error esti-
mates for the spatial discretization of the problem using similar steps as in the
semidiscrete case. The linearization of d now reads

d= {dwm))d(ukh(t’x” if wn(t, 7) # win(t, )

ug (t,x) —ukp (t,x)
0 else.

We remark that, thanks to the Lipschitz continuity of d(-), the linearized term d is
bounded in L (I x ).

We introduce the discrete counterpart of (27) with d instead of d. Find wy, €
Uiy such that

(36) B(rh, win) + (¢rn, dwgn)r = (o, wr),

for any @k € Ugp, with wp € H. 3
We also consider the auxiliary problem (29) with d instead of d, namely, find
wy, € Uy such that

(37) B(pw, wy) + (kadwk)l = (¢r,n,wT),

for any ¢y € Uy.
We observe that for any g, € Uy, the following relations hold

(38) B(ug — ugn, orn) = —(d(ur) — d(ugn), oxn)r = —((ur — ugn)d, 0xn)r

(39) B(pkh, wi — win) = —(Pkhs (W — wrp)d) 7.

As for the error in the dG(0)-semidiscretization, also here we will employ a
duality argument requiring estimates for the error between the solutions of (37)
and (36). The proof follows the lines of [26, Lemma 5.8 and Lemma 5.9] with the
obvious modifications due to the presence of d. For the convenience of the reader,
we collect such estimates from [26] below.
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Lemma 23. For the error between the solutions wy, wiy of (37), (36), respectively,
there holds

(40) w1 = wenalla-20) + Tllwe = winall < ch?[lwrll.
(@)

Theorem 24. For given qg € L>®(I,H) and ug € H*(Q) NV, let up € Uy and
ugn € Ugp, be the solutions of (18) and (24), respectively. Then, there holds

T
lur —vknllLoe 1,y < Chz(log s 1) (”qg”L‘x’(I,H) + |luoll 72(0) + ||d(0)||L°°(I><Q))~

Proof. Since both uy, ugp are constant on each time interval I,,, we can equiva-
lently show the estimate on a single time interval I,, and with no loss of generality
we consider the last time interval only. For an arbitrary time interval I,,, we con-
sider (36) and (37) on I = (0,t,) and, noting that 0 < log(t,/k) < log(T/k), the
proof follows mutatis mutandis.

Proceeding as in the proof of Theorem 22, we set wr = uk, N — Ugp,n in (36)
and (37). Then, using (38) and (39), we have

v — wien, v |12 = Blug — wgn, wi) + (up — Uk, dw) s
= B(up — e, W — wn) — (d(we — wen), wen) 1 + (d(ug — upn), wi)1
= B(ug, wy, — win) + (ugn, d(wy — win)) 1 + (d(ug — urn), w — win) 1
= (qg9, wr — win) 1 + (w0, wr,1 — Wen,1) —(d(ur), Wi — Wen)1
(a1)
+ (upn, d(wy, — win)) 1 + (d(ue — ukn), Wi — Win) 1,
(a2) (a3)
where in the last step we used (18). We analyze the three terms separately.

(a1) The Lipschitz continuity of d(-) and the boundedness of d(0) in L>°(I, H),
give

—(d(ur), wk — wn)r < C(Ild(wc) = d(O) |z (1,.m) + Hd(0>||L°°(I,H))

Nwg — wthLl(l,H)

< C(||uk||L°°(I,H) + ||d(0)HL<>°(1,H))Hwk — Win| L1 (1,H)-

(az) Recalling that d is bounded, we have

(ukn, d(wy — win))r < cllugnllpoe 1,m) |l wk — wenll L1 (1, m5)-

(a3) For the last term, we rely again on the Lipschitz continuity of d(-) to con-
clude

(d(ug, — ugn), wr, — wip)1r = (d(ur) — d(urn), We — Win) 1
< C<||uk||Loc(1,H) + Hukh”L‘X’(I,H)) lwi — wen |l L1,y -

We now combine the previous inequalities and, thanks to the stability estimates (20)
and (26), we obtain

|k, N — wpn, || < C(Hwk — Win || 11,y F lwe — wkh,lHH*?(Q))

: (||qg||Loc(1,H) + lluoll 720y + Hd(o)||L°°(I><Q)>~
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Noting that the L2-estimate in (40) remains true on shorter intervals, it follows
with 7,k =T — tp—1
N
—1
lwe = winllzrrm < knTi max (Thn Wk — Wiin

n=1

< chQ(log% n 1) llwr |-

)

and, using Lemma 23, dividing by ||wr|| = ||uk,n — ukh,n]|, We obtain the assertion.
(I

5. CONVERGENCE ANALYSIS

In this section, we focus on the main result of this paper. We show that for any
local solution ¢ of the continuous problem satisfying KKT-conditions and SSCs,
there exists a sequence of local solutions gxp, of (Pgs) converging to g. To analyze
the errors induced by the discretization, we use the so called two-way feasibility
argument, see, e.g., [16,29]. In this method the linearized Slater point ¢, from
Assumption 10 is used to construct sequences of controls (competitors) which are
feasible for the continuous and discrete problem, respectively. If the problem is
linear, these sequences of feasible competitors can be used in the first order nec-
essary and sufficient conditions to obtain convergence of the discrete problem. In
the semilinear case, due to the presence of the linearized term, the complementary
slackness condition cannot be used as in the linear setting. Therefore, the feasible
controls have to be used in combination with second order information; in particu-
lar, in the quadratic growth condition (17) arising from the second order sufficient
conditions. This approach has been used in the recent paper [30] for the semilinear
elliptic case in combination with a localization argument as in [10]. We now intend
to extend that approach to our semilinear parabolic optimal control problem with
state constraints.

In the following analysis, we will introduce auxiliary problems in a neighborhood
of the optimal local solution §. To this end, we denote with r > 0 a radius, to be
chosen conveniently later, and we define

Q"= {q € Quallla = all 2z zm) <7},
Q?eas = {q € Qr | G<Q) < 0}

Then, the continuous auxiliary problem reads
(P") min j(q) := J(q,5(q)) st q € Qfeas-

Due to the SSCs, for r sufficiently small, the unique global solution of (P") coincides
with the selected local solution § of (IP). The value of introducing the auxiliary
problem lies in the fact that a discretization of (P"), following later, will provide a
sequence of solutions converging to the selected local optimum.

Assumption 25. We assume that q, satisfying Slater’s regularity condition (10),
is close enough to G € Qfeqs, meaning

_ r
(42) gy — QHLZ(I,JRW) < 9

The fact that g, is in a neighborhood of ¢ is a reasonable assumption. Indeed,
as observed in [30, Section 2|, given any Slater point g, with parameter v one can
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construct a Slater point ¢/, = g+t(q, —q) close to ¢ with a parameter y(r) = ty ~ ry
with ¢ = min{1,r/2||¢, —q||}. Hence, one has that (10) holds with ~ replaced by tv.
Further, after showing that (Pxj) admits local solutions and thanks to the following
Lemma 30, we will see that it is reasonable to assume that (42) holds also for the
discrete problem (Pxp), namely

N3

(43) gy = @enllz2rrmy <

We will now define three constants ¢y, ¢, c3, independent of the discretization
parameter k, h. These constants are given by

g ot oo € (k{0 E 1) 4 1n T ),

sup |G (qr)llcrermyziieony), sup G (k) oz rm)2;Lo= 1)) < ca,
q€Bz(q) 9€Bz(q)

~ r?

T 3 T
’ -G — )|l < In— 41 (ln—+1) + =
b (G0 = G @) = Dl m<es(k(mz+1) 402 (s +1)+ 5,

where B (q) denotes an L*(I,R™) ball centered in ¢ with radius §.

Remark 26. To see that these constants are independent of k, h proceed as follows

e For the constant ¢y, we notice that this error can be estimated by the dis-
cretization errors obtained by Theorem 22, 24 noting that by the proof of
these theorems the constant in the error estimates remains bounded on
B (q).

e The constant co is a consequence of G being a C? functional together with
a discretization error bound for G, .

e For the constant c3, we notice that

F(¢) = Fin(p) = /Q ot r)w(z)dz, o€ W(0,T)U Uk

1s linear and consequently the error satisfies

(Gin(@) = G"(@)(gy — @) = Frn (Sllch(Q)(qV -q) - F(S

’

(@)(gy — )

= (@ (Sl) = 5’ @) (¢, ~ D)
= (. (St - '@ + 5 (@) - 5 @) (e, - 0))
< (I(Skn(@ = ' @) (@ = Dl =1

+llg =l mm)llgy — ‘jHLZ(I,Rm)),

where in the last step we used the stability of S”, i.e., (Te). The remaining

term is a discretization error that can be estimated by [26, Corollary 5.5,
5.11]. Namely, we have

1(Sia(af) — ' @) 0 — Dl ry < e(k(t0g = +1) 452 (1o = +1))

(gl o llgy = @ll o (r.mmy)-
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By virtue of the control constraints, we have ||qy — || Lo (1,rm) < |@maz —
Gmin|. Then, thanks to (42) and the feasibility of qy,;, for (P};,), we conclude

(Ginla) = G (@) gy — D] < s (k:(log:]: c1) (o T4 1) + 2)

Moreover, by the above arguments it is clear that c;—c3 remain bounded as r — 0.

As we have seen in the discussion after Assumption 25 it holds v(r) ~ rvy. Hence
there exists 7 < r such that

. C3\ - 3 .
(44) —(7) + ((32 + é’)rz < —Zy(r).
We can now summarize our requirements on r. Throughout the rest of the paper
we rely on the following.

Assumption 27. Let the radius v > 0 be small enough such that (44) holds and
the quadratic growth condition (17) holds for elements in Q}‘ws, Namely,

J(q) > 4(q) +dllg — Q|‘2L2(I,R””)

for any q € QF,;-

After this preparation, for Gip, = Fyp o Sk, we introduce the discrete auxiliary
problem (PP},)

(Pkn) min jrn(qrn) == J(Skn(qrn, qxn))
s.t. qrn € Q};h,feas = {Qkh € QT ‘ Gkh(Qkh) < O}
We remark again that the control is not discretized, the index k, h is taken only to

clarify the association to the problem (P,).
In a first step, we construct feasible competitors for (P,).

Proposition 28. Let g be a local solution of (P) and g, be the Slater’s point from
Assumption 10. Let

c1(k(log(T/k) + 1)Y/2 + h2(log(T/k) + 1))
cqr? —

t(k, h) =

be given with ¢4 such that 0 < cqr® —~ < 7/2. Then, the sequence of controls
defined by

(45) Qe(k,hy = ¢+ t(k, h)(qy — @)
is feasible for (Py,), for k, h sufficiently small such that 0 < t(k,h) < 1.

Proof. To verify the feasibility of g, ») we use a Taylor’s expansion argument. The
definition of gy, n) suggests to expand G(gy(x,n)) at ¢, obtaining

/ ]_ i
G(Gi(k,n)) = G(@) + G (@ (@ern) — @) + §G (a¢)(Ger,ny — 7)°,

where g¢ is a convex combination of g py and q.
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We insert this expansion in the following calculations

Grn(@ei,n)) = Gren(@een)) — G(@i,ny) + G(Qe,n))

= Grnl@i(e.n)) — G(@eony) + G(@) + G (D) (ae(uny — D)
+ %G” (a¢)(e(en) — @)°

= Gunlaunn) — Claueny) + C(@) + t(k, 1)G(g) — t(k, )G (@)
ik W @0~ ) + 56 (@) (i) — D

= Grnle(k,n)) — GGk

(a1)

+ (1 —t(k, 1)G(@) + t(k, h)(C(D) + G (@) (@, — 9))

(a2)

]_ 17 _
+ iG (a¢)(@er,n) — 7)?.

(a3)
(a1) By definition of ¢; it holds
Gkh(‘]t(k,h)) - G(Qt(k,h)) = (Ukh(Qt(k,h)) - U(Qt(k,h))vw(I»I
T N+ .,/ T
< — — .
< cl<k(log A —l—l) +h (log 3 —l—l))

(a2) This part is handled thanks to the feasibility of ¢ for (P) and Slater’s
regularity condition of Assumption 10. Indeed, for k, h sufficiently small,

such that 0 < t(k,h) < 1, we have
(1 —t(k,h))G(q) <0,
(k. h)(G(a) + G (@)(¢y — @) < —t(k. h),

from which we obtain

(az) < —t(k, h)y.

(a3) By definition of ¢y it follows

77 _ _ T
G (9¢c)(Qe(r,n) — 7)? < cot(k,h)?||gy — Q||2L2(I,Rm) < cat(k, h)Qz-

Combining the three parts and using the definition of ¢(k, k), we have
2

G (e m) < 1 (k<log% + 1)% + hz(log% 1)) + tlk B (eat (b, ) o =)
2

— t(k, h)(car? — ~) + t(k, h)(eat (K, h)% )

=t(k,h) (64r2 — 279 + cot(k, h)rz).
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Hence, for h, k are sufficiently small such that 0 < ¢(k, h) < 1, we obtain from (44)
and the definition of ¢4 that

Grnlaugem) < tlkh) (ear® =29 + car?)

IN

(ca—7)+ (car® =)
7.3
2 17

IN

IA

1
——v <0
47
and the feasibility of gy, ) is verified. ([l
The proposition above in particular ensures that Q}, (... is not empty once k, h
are small enough.

Corollary 29. For k, h sufficiently small, there exists at least one global solution
Tor, € Qi feas o (Php)-

In a second step, we show that the linearized regularity condition of Assump-
tion 10 continues to hold in the discrete setting.

Lemma 30. Under Assumption 10, for k,h small enough it holds

, o . 1 _
(46) Grenl@rn) + Grn(@en) (@ — @) < —37 < 0 onl.

’

Proof. In view of Assumption 10, we add and subtract G(q), Gkn(q), G (9)(gy — )
to obtain

Grn(@on) + G (@) @y — Top) = G(@) + G (@)(ay — @) + Grn(@hn)
+ G (@) (ay — Tn) — G(@) — G (@D (gy — D)
<~y + Guen(@n) + Grn(@n) (@ — Gon) — Grn(@)
(b1)
+ Grn(q) — G(q) + (G/kh(@:h) -G
(b2) (b3)

’

(@) (g — q)-

(b1) Taylor expansion of G, (g) at gy, reads
— — 4 _ _ _ 1 _ .
Gion(@) = Gin(@in) + Gr(@n) (@ — Gin) + 5Gin(90)(@ = G ),
with g¢ convex combination of ¢ and gj,, yielding
1 1 _ . _ —r
(b) = _§Gkh(QC)(q — @in)? < eallg - QQhH%%LRm) < cor?,
where we used G}, being a C?-functional together with the feasibility of

i, for (Pry,).
(b2) By definition of ¢; it holds

Grn(qx) — G(q) = /Q (urn () — u(q))w(z)dz

gcl(k(log%le)% +h2(log%+1)>.
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(bs) By definition of ¢3 it follows

r2

(i) — & @)a 1) < ea(k(w 5 +1) 122 (m T 1) +2)

In conclusion, for k, h sufficiently small and thanks to (44), the three estimates for
(b1), (b2), (bs) yield

Grn(@gn) + G (@ )@y — @) < =7 + cor? + 1 (kz(log% + 1)% 4 h2(10g% + 1))
+cg(k(log% +1)% —&—hz(log% +1) + g)

<=7+ (2t %3)7"2 + (c1+ c3)-
(k{108 = 41)* 452 (10g - +1))
<3yt tenven (k{10 t +1)" +02(1og x +1))
1
§—§7~

O

We now introduce the feasible competitors for the continuous auxiliary problem
(P™). The proof is similar to Proposition 28, therefore we highlight only the main
arguments.

Proposition 31. Let gy, be a global optimum for (P},) and g, be the Slater’s point
from Assumption 10. Further, let

c1(k(log(T/k) +1)Y/2 4+ h?(log(T/k) + 1)
car? — vy

7(k,h) =

be given with a constant c4 such that 0 < cy7®> —y < 7/2. Then, the sequence of
controls defined by

(47) Qr (k) = Qe + 7k, h) (a5 — Tip)
is feasible for (P7), for k,h sufficiently small.

Proof. Analogously to Proposition 28, with the help of Taylor expansion, this time
of Grn(qri,ny), at @y, we obtain
G(Gr(k,n)) = G(@r,n)) — Grn(@r(e,n)) +
(b1)
(1 —7(k, 1) Grn(@rp)) + 7(ks B)(Grn(@rn) + Grn (@) (@y — @)
(b2)

1 " —
+ §Gkh(QC)(qT(k,h) ~ Qn)

(bs)
< vk, h) (ear® = 2 + ear (e, h)r?),
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where we used Theorems 22 and 24 for (b1), the feasibility of g}, and discrete Slater
condition of Lemma 30 for (b2), Gxj being a C?-functional together with (43) for

(b3).
Then, once k, h are sufficiently small such that 0 < 7(k,h) < 1, in addition to
the prerequisite of Lemma 30, the claim follows as in Proposition 28. O

With these results at hands, we now show that global solutions of (P},;,) converge
to the considered local solution of ().

Proposition 32. Let k, h be small enough, such that Propositions 28 and 31 hold.
Let § be a local solution for (P) satisfying the assumptions of Theorem 11 and
Assumption 18, and let g, be a global solution of (P},). Then it holds the error
estimate

(48) 7 — ‘jzhH%Z(I,]RM) < c(k:(log% + 1)% + h2<log% + 1))

Proof. Let qu.n) and qrx,») be defined as in Proposition 28 and Proposition 31,
respectively, and let k,h be small enough such that 0 < ¢(k,h),7(k,h) < 1. We
have

17— Genll 2y < NG = Gren) L2, rmy + 1are,n) — GenllLz(z,mm)-

For the second term we have
T 1 T 1
llare,n) — Tenll L2 (1mm) < C(k(log % + 1) '+ hZ(IOg % + 1) 2)7

since, thanks to Proposition 31, q,(1,5) converges strongly in L3(I,R™) to Q. With
order 7(k, h). Therefore, we are left with the first term.

The competitor g, p) is feasible for (P") and, using the quadratic growth con-
dition (17), we obtain

81q = arem 727 mmy < 5(@rrmy) — 3(2)
= J(@rk,n)) — Jn(@n) + Jen(@en) — Jrn(Qee,n))
+ Jen (@) — ()
< 5(@rk,n)) = Jrn (@) + Jen(@eqr,ny) — 3(0),
(d1) (d2)

where in the last step we have used that gkn) € Qs a0d iy, Is a global
optimum for (Pj,).
We now analyze the two terms separately.

(d1) With simple algebraic manipulations and the Cauchy-Schwarz inequality,
we have

3(@ri,n)) — Jen(@n) < Hu@ﬂkm)+UMK%mW—WMHHu@ﬂkm)—umﬁmwﬂl

+ §||CIT(k,h) + Genll 2 2m) @ (e,n) — Tonll 2 (2,8

Then, by means of the stability of the solution u and ugy of (2) and (24),
respectively, together with the boundedness of Q,4, and with the help of
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the Cauchy-Schwarz inequality, we get
3@ (i) = Jen(@n) < C(Hu(qr(k,h)) = w(@p) I + [1w(@rn) — wen (@)1
+ 1 gr (i ny — QZhHLm,Rm))

< (@) = wn @a)lls + larcem = Ghllzacr e )

where in the last step we have used (7a).

The first term is a discretization error that can be estimated by [31,
Theorems 3.3 and 4.2] together with the regularity of the solution of (2),
obtaining

(@) — wen(@n)llz < ek + h).
The estimate for the second term, ||g-(x,n) — Gppll, follows directly from
Proposition 31. Summing up, we conclude

3(@reny) — dulap) < c(k: +h? + k(log% + 1>% + h? (1og% + 1))
<e(k(togt +1)" 02 (log k +1)).
(d2) We proceed exactly as for (dy).
Jen(Qee,ny) — 3(q) < %”ukh((h(k,h)) +u(q) — 2uallrllukn(qecr,ny) — u(@)llr
+ %”‘h(k,h) + all 2 v 9ece,n) — all L2 rm)
< C<||Ukh(Qt(k,h)) — (G, 1 + 1 Gek,n) — QHLZ(I,RM))

<e(k(1ogE +1)" 402 (1og  +1)).

Combining (d;) with (d2), we have the assertion. O

It is readily seen that, for k, h small enough, global solutions of (IP},) are local
solutions of (Px), as the constraint ||g—qy, [/ 22(7,rm) < 7 is not active. In particular,
this ensures the existence of a sequence G, of local solutions to (Pgp,), converging
to g. We formalize this in the main result of the paper

Theorem 33. Let G be a local solution of (P) satisfying the assumptions of Theo-
rem 11 and Assumption 13. Then, for k, h sufficiently small, there exists a sequence
(Grn) of local solution of (Pyp) converging to § as k,h — 0. Further, there holds the
error estimate

o T 3 T
(49) ”q_Qth%z([’Rm) <c<k<logk+1)2 +h2(logk+1)>.

Remark 34. Making use of the same technique one can derive an error estimate
arising from the discretization in time only. As one might expect, this reads

o T 3
16 = Gell3(r oy < ck(log - +1)

where i is a suitable sequence of local solutions to (Px). On the other hand, the
error between the semidiscrete and discrete solution will only satisfy the estimate
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in Theorem 33. In order to obtain

_ T
llar. — Qth%z(LRm) < chQ(log 7 + 1)7

a quadratic growth condition in the solution of P needs to hold uniformly in k. To
this end, the SSCs need to be transfered to the semidiscrete setting. The difficulty
in this procedure lies in the convergence of the critical directions. As it is not clear
how this can be shown, one would resolve to utilize a strong SSC; thereby avoiding
the need for certain critical directions.
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