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Abstract We present the notion of weakly metrically regular functions on manifolds.
Then, a sufficient condition for a real valued function defined on a complete Rie-
mannian manifold to be weakly metrically regular is obtained, and two optimization
problems on Riemannian manifolds are considered. Moreover, we present a general-
ization of the Palais—Smale condition for lower semicontinuous functions defined on
manifolds. Then, we use this notion to obtain necessary conditions of optimality for
a general minimization problem on complete Riemannian manifolds.
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1 Introduction

The notion of metric regularity plays an important role in optimization in the case
of linear spaces and, as is well known, strict differentiability is a very useful tool in
the analysis of metrically regular functions. Being well-established and recognized,
this concept still continues its expansion into new areas of mathematical analysis;
see monographs [1, 2] and survey paper [3]. In [4], the notion of metric regularity
on linear spaces was compared with a regularity condition which was established
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by means of the image space analysis. Another useful notion in optimization is the
Palais—Smale condition. For the existence of a minimum, one usually imposes cer-
tain generalized convexity conditions while for the existence of other critical points,
one needs the Palais—Smale condition. The rapid development of nonsmooth opti-
mization in the recent decades has led to numerous attempts to extend the main facts
of classical analysis to nondifferentiable and nonconvex functions. In [5], utilizing
Clarke generalized gradient, a generalization of this condition for locally Lipschitz
functions on Hilbert spaces, was presented. In [6], the authors applied the concept of
a Clarke generalized gradient on Riemannian manifolds to introduce a generalization
of Palais—Smale condition for locally Lipschitz functions on Riemannian manifolds.

A manifold, in general, does not have a linear structure, hence the usual tech-
niques, which are often used to study optimization problems on Banach spaces, can-
not be applied. Therefore new techniques are needed for dealing with optimization
problems posed on manifolds. In the past few years a number of results have been
obtained on numerous aspects of optimization on Riemannian manifolds; see, for in-
stance, [7—14]. Moreover, nonsmooth functions on Riemannian manifolds were stud-
ied in [15-18].

In spite of the significant role and various applications of metric regularity, it is
merely considered on linear spaces. To obtain similar results on manifolds, the first
step is to consider the notion of metric regularity on Riemannian manifolds. In this
paper, we introduce the concept of strict differentiability in the setting of Riemannian
manifolds. Then, we provide a sufficient condition for real valued functions defined
on complete Riemannian manifolds to be weakly metrically regular in terms of strict
differentiability. In addition, we obtain necessary optimality conditions for optimiza-
tion problems in this setting. Our key tool is Ekeland’s variational principle; hence
we shall work only with complete Riemannian manifolds.

Using the notion of contingent cone to closed subsets of Riemannian manifolds,
a version of Palais—Smale condition for lower semicontinuous functions on Rieman-
nian manifolds is introduced; see [19]. This condition reduces to the usual one in
the case of locally Lipschitz functions. Then, by using the concept of generalized
gradient, we present necessary conditions for an optimization problem on manifolds.

The paper is planned as follows. In Sect. 2, we introduce some basic definitions
and notations, widely used in the sequel. Then, the notion of metric regularity of
functions on the manifold setting is generalized. Moreover, we characterize the con-
tingent cone to the feasible region of a problem under a constraint qualification. At
the end of this section, two optimization problems on Riemannian manifolds are con-
sidered. Section 3 is concerned with a general minimization problem on Riemannian
manifolds.

2 Metric Regularity

In this paper, we use the standard notations and known results of Riemannian mani-
folds; see, for instance, [20]. In what follows M is a C* smooth manifold modeled
on a Hilbert space H, endowed with a Riemannian metric (-, -), on the tangent space

T:M = H. In the case when y is a minimizing geodesic and y (fg) = x,y (1) =y,
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the parallel translation from 7 M to T, M along the curve y is denoted by L. The
next remark contains a property of parallel translation which will be used in the rest
of the paper.

Remark 2.1 Let M be a Riemannian manifold. An easy consequence of the definition
of the parallel translation along a curve as a solution to an ordinary linear differential
equation, implies that the mapping

(x,8) € TxM > Lyy, (),

where x is in a neighborhood of x, is well defined and continuous at (xo, &p); that is,

if (x,&,) = (x0,&0) in TM, then Ly, (§,) = Ly,x,(60) = &0, for every (xo, &) €
T M; see [15, Remark 6.11].

If S is a nonempty and closed subset of M, we define ds : M —> R by
ds(x) :==inf{d(x,s) :5 € S},

where d is the Riemannian distance on M.

Let us present some definitions and notions related to nonsmooth analysis on Rie-
mannian manifolds. We refer to [21] for nonsmooth analysis on Banach spaces.

Let f : M — R U {400} be a lower semicontinuous function on a Riemannian
manifold M and x € dom(f) := {x € M| f(x) < +o0o}. Then, the subderivative of f
at x in the direction v € Ty M, denoted by f’(x, v), is defined by

f'(x,v) ;= liminf J(exp, (t(v+w))) — f(x)
) T w—0y,7]0 t .

Let f : M — R U {400} be a lower semicontinuous function on a Riemannian
manifold M. The contingent derivative of f at x € dom( f) in the directionv € T, M,
denoted by Df (x, v), is defined by

l‘ —
Df(x,v) := limsup fexp, (1 v+ w))) f(x).
w—0,,700 t
Another useful notion in this paper is the generalized directional derivative; see [15].
Suppose that f : M — R is alocally Lipschitz function on a Riemannian manifold

M and (¢, U) is a chart at x € M. Then, the generalized directional derivative of f
at x in the direction v € T,y M, denoted by f°(x; v), is defined by

or N foo Ho(y) +tdp(x)(v)) — f o™l (9(»)
f°(x;v) := limsup ; .
y—x, t]0

ey

Indeed, f°(x;v)=(fo go_l)o(go(x); dp(x)(v)). Considering 0, € Ty M, we have
fox;v) = (f oexp,)°(Ox, v). 2
It is worthwhile to mention that, if f : M — R is Lipschitz around x, then

f(x,v) <Df(x,v) = f°(x,v), YveT M.
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The generalized gradient or the Clarke subdifferential of a locally Lipschitz func-
tion f at x € M, denoted by df (x), is the subset of Ty M*, whose support function is
f°(x;.). Thus &£ € af (x) if and only if f°(x ; v) > (£, v) for all v in T, M. Note that
the Clarke subdifferential does not shrink to the classic one under differentiability; it
happens, if the function is continuously differentiable.

We define the contingent cone and the tangent cone to a closed set S C M at the
point x € S denoted by Ks(x) and Ts(x), respectively, as

Ks(x):={heTcM :3t, | 0,3h, € TyM,h, — h,exp,(t;h,) € S,Vr},

Ts(x) := {h el M:V(z)C exp;l(S N Bg(x)); zr = 0., V1, 1 0,
3h, € TeM, hy — h and exp, (zr +t:h,) € S,Vr},

where B (x) is a geodesic ball around x; for more details see [18]. We call the set S
tangentially regular at the point x € S iff the contingent and tangent cones coincide.
In the case of submanifolds of R”, the tangent space and the normal space are orthog-
onal to one another. In an analogous manner, for a closed subset S of a Riemannian
manifold M, the normal cone to S at x, denoted by Ng(x), is defined as the (negative)
polar of the tangent cone Ts(x), i.e.

Ns(x):=Ts(x)°:={§ e T,M*: (£,2) <0,Vz € Ts(x)}.

Note that it is easy to verify that dds(x) € Ng(x); see [18].

Let us introduce the notion of weakly metrically regular for functions defined on
Riemannian manifolds. Let U be an open subset of a Riemannian manifold M; a
continuous function i : U — R is said to be weakly metrically regular on closed
subset S C U at the point x € S iff there is a real constant k such that, for all z in S
close to x,

ds\h-1(h(x) (@) = k|h(z) — h(x)|.

Example 2.1 In any sphere the distance function from the north pole is weakly met-
rically regular at the north pole.

Lemma 2.1 If h is Fréchet differentiable at the point x in an open subset U of a
Riemannian manifold M, then Kj-1 (), (x) C N(dh(x)), where N(dh(x)) denotes
the null space of dh(x).

Proof Let p € Kj-1,(x)) (%), so there exist a sequence of positive real numbers {7, }
and a sequence {p,} C T, M such that p, — p and t, — 0 with h(exp, (¢ p,)) = h(x)
for all r. By properties of the exponential function, there exists ¢; > 0 such that
exp, : B, (0y) = Bg, (x) is diffeomorphism. Let &7 > 0 such that B, (x) € U. Set
¢ =min{ey, &2}, and let h o exp, : B;(0y) — R. Then

O _ 1. h(expx(trpr)) - h(expx (Ox))
= lm

r—00 I

=dh(x)(p),
as required. (|
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Let us recall Ekeland’s variational principle on complete Riemannian manifolds.
In the rest of this section, M will be a complete finite dimensional Riemannian man-
ifold.

Theorem 2.1 Suppose that M is a complete Riemannian manifold, and that f : M —
R U {—o0} is a proper upper semicontinuous function which is bounded above. Let
€ > 0 be given, and a point xy € M such that

f(xp) > sup{f(x) 1X EM} —€.
Then, for every A > 0 there exists a point z € dom( f) such that

(i) $d(z,x0) < f(2) — f(x0).
(1) d(z,x9) <A.
(iii) %d(x, 2) + f(2) > f(x) whenever x # 7.

Lemma 2.2 Let S be a closed subset of a Riemannian manifold M and let h be a
real valued continuous function defined on an open subset U of M containing S.
Suppose that x € S and h(x) = 0. If h is not weakly metrically regular on S at x, then
there is a sequence (vy) in S such that v, — x and h(v,) # 0 for all r. Moreover,
there exists a strictly positive sequence 8, |, O such that, if g, : S — R is defined as
gr(s) :==|h(s)| + 6,d(s, v,), then g, attains a minimum at v, on S.

Proof By the definition of weakly metrically regular functions, there exists {x,} C §
which converges to x such that

1
dgop-10)(xr) > r|h(x,)| and d(x,,x)<-, forallr. 3)
r
Now, let
0, =xe8,
ds(x) = { .
0o, otherwise,

and define f : U — RU{+o00} by f(z) := |h(z)| 4+ 85(z). Clearly, f is a lower semi-
continuous function. Set xg := x,, € := |h(x;)| and A := min{re, i/€ } in Ekeland’s
variational principle. Therefore, there exists v, € S such that d(v,, x,) < A and the
function

gr(s)=f(s)+ %d(s, Uy) = |h(S)| +max{ 1 |h(Xr)| }d(s, Ur)

; )
attains a minimum at v, on S. It remains to show that 4 (v,) # 0 and v, — x. On the
contrary, assume that z(v,) = 0. Then

re =r|h(x,)| <dsry-100) () <d(Ur, x;) A <re,

which is a contradiction. Moreover, by (3) and Ekeland’s variational principle, it fol-
lows that

1 1 1
d(vr, x) <d(p,x,) +d(xp,x) <A+ - <re+ - <dgnp-10)(%r) + P 0,

as required. g
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We are going to obtain a sufficient condition for strictly differentiable functions
defined on complete Riemannian manifolds to be weakly metrically regular. This is
a generalization of a known result on Euclidean spaces; see [22, Theorem 7.1.5]. For
this purpose, we need to define strictly differentiable functions on complete Rieman-
nian manifolds.

Definition 2.1 Let U be an open subset of a Riemannian manifold M. A function
h: U — Ris called strictly differentiable at x € U iff there exists ¢ € T;* M such that

i PO —h@ —d(exp () —expr (@) _
At 1 I =0.
Voir llexpx ™ (y) —expy (D)

Lemma 2.3 Let U be an open subset of a Riemannian manifold M, and let
h: U — R be strictly differentiable at x. Then h is Lipschitz around x.

Proof Let ¢ = 1, there exists §; > 0 such that, for all y, z € Bs, (x),

|h(y) = h(z) — ¢(expy ' (») —expy ' (@) | < | expy ' (») —expy ' (@)
Thus;

|h(y) — h(@)| < | exp; ' () —exp; ' @) + 91l expy ' () — exp; ' (@)
= (1+llgll) | expy ' (») —expy ' (@) -

By [15, Theorem 2.3], there exists B, (x) such that exp; ! : Bs,(x) — Bs,(0y) is
(1 + ||@¢|)-Lipschitz. Set § =: min{§1, 62}, so his (1 + ||¢||)2—Lipschitz on Bs(x). [

To prove our next result, we need the following lemma, which can be proved
easily.

Lemma 2.4 Let S be a closed subset of a Riemannian manifold M and x € S, sup-
pose that the function f : M — R is Lipschitz around x. If x is a local minimizer of
f on S, then, for real number L sufficiently large, x is a local minimizer of f + Lds.

Theorem 2.2 Let S be a closed subset of a Riemannian manifold M and U be an
open subset of M containing S. If h : U — R is strictly differentiable at x € S and
dh(x)(Ts(x)) =R, then h is weakly metrically regular on S at x.

Proof Without any loss of generality, we can suppose i (x) = 0. We proceed by con-
tradiction. If % is not weakly metrically regular on S at x, then from Lemma 2.2,
there exists a sequence {v,} C S converging to x such that 4(v,) # 0 for all r € R,
and there exists a sequence of positive real numbers {4, } converging to zero such that
gr(s) = |h(s)| + &,d(s, v,) is minimized at v, on S. By Lemma 2.3, g, is Lipschitz
around x, hence Lemma 2.4 and [18, Proposition 3.1] imply

0 €0(gr + Lds)(vy) S 3(Ihl)(vr) + 8, B + Lads(vy),
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where B is the unit ball of 7, M*. Thus, there exist w, € d(|k|)(v,) and u, € dds(v,)
such that L,, x(w, +u,) — 0. Note that {A(v,)/|h(v,)|} C R is bounded, hence it has
a convergent subsequence to some nonzero element y. Employing the Chain Rule
Theorem, we deduce

h(vy)
|h(ur)l

Now, by assumption # is strictly differentiable at x and v, — x, therefore Remark 2.1
implies that

9(h1)(wr) = dh(vy).

h(vr)
Lvrx(wr) = Lurx ————dh(v;) | — dh(x)y.
[ (ur)l
Consequently, Ly, x(u;) = —dh(x)y. Thus from [18, Theorem 2.9], we have
—dh(x)y € Ng(x).Let 0 # p € Ts(x) such that dh(x)(p) = —y, hence

0> —dh(x)y(p) = —dh(x)(p)y = y* > 0,

which is a contradiction. O

The following examples illustrate some weakly metrically regular functions which
arise on Riemannian manifolds.

Example 2.2 A closed subset S of a finite dimensional Hadamard manifold M is
called ¢-convex iff there exists a continuous function ¢ : § — (0, +00) such that

(c.expr ), <@@)¢lled(x, y)?, foreveryx,y € Sand ¢ € N& (x),

where N 5 (x) denotes the Fréchet normal cone to S at x, see [23]. Let S be a
nonempty and ¢-convex subset of M. Then, by [23, Theorem 3.6] there exists an
open neighborhood U of § such that dg M —-RisCl'onU\ S and Vd§|U\S #0,
where Vd§ denotes the gradient vector field of d%. Therefore, Theorem 2.2 implies
dé is weakly metrically regular on M at every pointx € U \ S.

Example 2.3 Let Sym, (R) be the set of all n x n symmetric matrices and let Pos, (R)
be the set of all n x n positive definite matrices endowed with Riemannian metric
gx(U,V)=tr(VX~'UX™"), where X € Pos,(R), U and V are in Tx (Pos, (R)) =
Sym,, (R). It is easy to see that (Pos, (R), g) is a complete finite dimensional Rieman-
nian manifold. Now we define % : (Pos,(R), g) — R by #(X) :=Indet X. Note that
h is C! and the gradient vector field of & on Pos, (R) is nonzero. So by Theorem 2.2
h is weakly metrically regular on Pos, (R).

Example 2.4 Let H:={z =x 4+ iy € C:Img(z) = y > 0} with the Riemannian met-
ric g;(a,b) = (1/(Img 2)%)(a, b), where (,) denotes the scalar product on RZ. It is
easy to see (H, g) is a complete finite dimensional Riemannian manifold. We define
h:(H, g) - R by h(z) =Inlmg(z), which is C! and the gradient vector field of &
on H is nonzero. Hence Theorem 2.2 implies % is weakly metrically regular on H.
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Now we arrive at one of the main results of this paper. We extend Liusternik’s
theorem to the functions defined on complete Riemannian manifolds; see [22, Theo-
rem 7.1.6].

Theorem 2.3 Let U be an open subset of a Riemannian manifold M, and let h :
U — R be strictly differentiable at the point x and weakly metrically regular at x on
h=Y(h(x)). Then the set h='(h(x)) is tangentially regular at x and Kj-1 (e (¥) =
N(dh(x)), where N(dh(x)) denotes the null space of dh(x).

Proof 1t is sufficient to prove N(dh(x)) S Tj,-1((y)) (x). Indeed, from the defi-
nitions of the contingent cone and the tangent cone and Lemma 2.1, we obtain
Th1(h(xy) %) € Kp=1nxy) (X) S N(dh(x)). Let p € N(dh(x)) and suppose that the
arbitrary sequences {z,} C Ty M and {t,} C R satisfying z, — Oy, t, | O are given.
Since h is weakly metrically regular at x, hence there is k € R such that

dp-1(n(x)) (expx (zr + t,p)) < k|h(expx (zr + t,p)) — h(x)|, foralllarger.

Moreover, there exists £ > 0 such that exp;1 : B:(x) = B:(0y) is Lipschitz of rank
k + 1; see [15, Theorem 2.3]. Note that there is w, € h~! (h(x)) such that

d(wr,expy (zr +1;p)) < (k* + k)| h(expy (zr +1:p)) — h(x)].
Since w, — 0Oy, it follows that, for all r large enough, w, € B;(0y); hence

|2 +1-p —expy ' (w)|| < (k+ Dd(wr, expy z- +1,p))
< k(k+ D?|h(expy (zr + 1, p)) — h(x)].

Now, we define p, := (exp;l(wr) —z;)/(t) € Ty M, thus w, = exp, (z, + 1t p,) isin
=Y (h(x)). Consequently

_ e ttrp—exp il _ oy lhExp Gt ip) — hCOL

lpr — pl . .

By letting r go to 400, we see that the right hand of the inequality converges to
k(k + 1)2|dh(x)(p)| =0, so p, converges to p and the proof is complete. (|

Corollary 2.1 Let U be an open subset of a Riemannian manifold M. If h : U — R
is strictly differentiable at the point x and dh(x) is surjective, then the set h= Y (h(x))
is tangentially regular at x and Kj,-1(j,(y)(x) = N(dh(x)), where N (dh(x)) denotes
the null space of dh(x).

Theorem 2.4 Let S be a closed subset of a Riemannian manifold M and U be an
open subset of M containing S. If the point X is a local minimizer of f : U — R on
S and the function f is Fréchet differentiable at X, then —df (x) € Kg(x)°, where o
denotes the negative polar.
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Proof On the contrary, assume that —df (x) ¢ Kg(x)°. Therefore, there exists p €
Kgs(x) such that df (x)(p) < 0. Since p € K5(x), there are p, — p and ¢, | 0 such
that exp; (¢, p,) € S for all r. On the other hand, f is Fréchet differentiable at x, so

i Jexpz(trpr)) — f(X) —df (X)(r pr)
1m

r—>00 trl prll

=0.

We obtain f(exp;(t- pr)) < f(x) for all r large enough. Since x is a local minimizer
of f, we get a contradiction. 0

Now, we consider the following problem with constraints on a complete finite
dimensional Riemannian manifold M:

inf{ f (x) | x € U, h(x) =0}, “)

where U is an open subset of M and f : U — R is objective functionand 2 : U — R
is continuous. We indicate a method to prove a version of Lagrange multipliers rule
on complete Riemannian manifolds by means of metric regularity.

Remark 2.2 Any linear maps A, G : X — R, where X is a finite dimensional linear
space, satisfy {x € N(G) | Ax <0}° =R;A 4+ RG, where o denotes the negative
polar, N(G) denotes null space of G and R is the set of nonnegative real numbers.

Theorem 2.5 Suppose that the point x is a local minimizer for the problem (4) and
the objective function f is Fréchet differentiable at x. If h is weakly metrically regular
and strictly differentiable at the point X € h~1(0), then there exists a multiplier ;n € R
satisfying df (x) + ndh(x) =0.

Proof From Theorem 2.4 and Theorem 2.3,
—df(x) eKS()E)":N(dh()E))O:Rdh()_c). g

Now, we consider the following problem with constraints on a complete finite
dimensional Riemannian manifold M,

inf{ f(x) |x €U, h(x) =0, 8 (x) <0, fori=1,...,m}, Q)

where U is an open subset of M and f : U — R is objective functionand 2 : U — R
and g; : U — R (fori =1,..., m) are all continuous.

Let us introduce a regularity condition named Mangasarian—Fromovitz constraint
qualification: The functions g; (for i in / (x)) are Fréchet differentiable at the point x
and £ is strictly differentiable at X, dh(X) : TxM — R is surjective, and there exists
p € TxM such that

dh(x)(p) =0, dgi(x)(p) <0, foralliinl(x),
where I (x) ={i | gi(x) =0,1 <i <m}.

Now, we suppose that the Mangasarian—Fromovitz constraint qualification holds
and we find a characterization of the contingent cone to the feasible region.
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Theorem 2.6 Let the Mangasarian—Fromovitz constraint qualification hold and S
be the feasible region of problem (5). Then

Ks(x)={p e N(dh(x))|dgi(x)(p) <0,Vi e I(x)}.
Proof Consider the sets K :={p € N(dh(x))| dgi(x)(p) <0,Vi € I (x)} and
K:= {p € N(dh(x)) |dgi(x)(p) <0,Vi e I(x)}.

First, we claim that
(a) Ks(x) K.

b) K =K.
(c) K CKs(x).

Then, since Kg(x) is a closed set, (b) and (c) imply that K € Ks(x) and the proof is
complete.

Now, we prove the claim. If p € Kg(x), then there exist ¢ | 0 and p, — p with
exp,(t-pr) € S. Thus, fori =1, ..., m, g;(exp, (¢ p,)) <0 and h(exp,(t p,)) =0.
Since S € hA~1(0), it follows that Kg(x) C Kj-1()(x) and from Lemma 2.1,
Kj-1(0)(x) € N(dh(x)). Moreover, for i € I(x) we have g;(exp,(t-pr)) <0 and
gi(x)=0,s0

0> lim gi(exp, (tr pr)) — i (x) =dgi(x)(i>,
ir—0 il prll Pl

hence K5(x) C K.

Now, we prove part (b). Since K C K and K is closed, then K CK.Ifde K and
dgi(x)d <0 for all i € I(x), then d € K. Otherwise, d € K and dgi(x)d =0, for
some i € I(x), then by the Mangasarian—Fromovitz constraint qualification K #+,
so there exists d € K such that dgi (x)cf < 0 for all i € I(x). Clearly, for k € N we

getdy =d + (1/k)c? € K such that dy converges to d, hence d € 12; thatis, K C K.

For the last part, suppose that p € K, Corollary 2.1 implies p € Kj,-1)(x),
so there are sequences ¢ | 0 and p, — p with h(exp, (¢ pr)) = 0 for all r. We
claim that there exists N € N such that g;(exp, (#,p,)) <Oforalli =1,...,m and
exp, (t pr) € U, provided that r > N. Then the proof is complete. Since U is an open
set and x € U, clearly exp, (#-p,) € U for all large r. By continuity the claim fol-
lows for indices i ¢ I (x). It remains to prove the claim for i € 7 (x). On the contrary,
suppose that for a subsequence g; (exp, (¢, pr)) >0, i € I(x); then

0= lim S (€XPx(trpr)) — 8i(x) — dgi(X)(trpr) . —dg,~(x)<L) -0,
r—oo 7 pr |l lpll
and it is a contradiction. O

Finally, the Karush—-Kuhn—Tucker condition is a direct consequence of the previ-
ous theorems.
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Theorem 2.7 (Karush—-Kuhn-Tucker Condition) Suppose that the point x is a local
minimizer for the problem (5) and the objective function f is Fréchet differentiable
at x. If the Mongasarian—Fromovitz constraint qualification holds, then there exist
multipliers A; in Ry (fori € I(x)) and n € R satisfying

df @+ Y xidgi(®) + pdh(¥) = 0.
iel (%)
Proof From Theorems 2.4 and 2.6,
—df (¥) € Ks(X)° = {p € N(dh(®)) : dgi(¥)(p) =0,Vi € (D)}’

= Y Rydgi(X)+Rdh(%).
iel(®) 0

Example 2.5 Let us consider the set Sym,(R) of symmetric 2 x 2 matrices en-
dowed with the Frobenius metric gx(U, V) = tr(UV) where X € (Pos; R) and
U,V € Tx(Pos; R) = Sym,(R). The set Pos;(R) is a Hadamard manifold; see[20].
Consider the following problem on Pos; (R):

(Py)  min f(X)=ux
st. gX)=x24+x3—7<0,
h(X)=—-x1+1=<0,

X = [xl xz} € Posy(R).
x3

It is easy to check that

- 1 2

23]
is a global optimal solution for (Py). Using the Riemannian metric g and its inverse
we have

gradf()_(): |:(1) 8]

Hence, df (X)(B) = b; for all B = [,’j; jjg] € Tz (Posy R) = Sym, (R).
Note that )

5 -1 0
gradh(X) = |: 0 0],
and dh(X) : Sym,(R) — R is onto. At the point P = [8 _01] we have dg(X)(P) =
—1 and dh(X)(P) = 0. Therefore, the Mangasarian—Fromovitz constraint qualifi-

cation_holds. It is trivial that for A =0 and p = 1 we have df (X) + Adg(X) +
udh(X)=0.
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3 A General Minimization Problem

In what follows, M is a C* smooth manifold modeled on a separable Hilbert
space H, either finite dimensional or infinite dimensional. We first generalize the
Palais—Smale condition for lower semicontinuous functions on Riemannian mani-
folds, which has been introduced on Hilbert spaces in [19]. Then, by means of the
notion of generalized gradient, we present the necessary conditions of optimality for
the problem

min f(x), (6)
xes

where f : M — R is a locally Lipschitz function and S is an arbitrary nonempty
subset of a Riemannian manifold M.

Definition 3.1 The lower semicontinuous function f : M — R U {400} is said to
satisfy the Palais—Smale condition, abbreviated as (P.S.), at the level ¢ € R on the set
S C M iff every sequence {x,} C S along which f(x,) — ¢, and for all v € Kg5(x,),
Df (x,,v) > —€,||v]||, for a sequence €, — 07, possesses a convergent subsequence.

It is easy to verify that a locally Lipschitz function f : M — R satisfies the (P.S.)
condition on M if any sequence {x,}, along which f(x,) is bounded and A(x,) =
minyeyf(x,) W1, m* — 0, possesses a convergent subsequence.

The following theorem proves the existence result for the problem (6).

Theorem 3.1 Let S be a closed subset of a complete Riemannian manifold M and
f M — RU+oo be a bounded below lower semicontinuous function on S with
dom(f) NS # @. Assume that f satisfies the (P.S.) condition on S at level c = infg f.
Then the problem (6) has at least a solution s € S and

Df(s;v) >0, forallve Kg(s). (7)

Proof By Theorem 2.1, there exists a sequence {s,} in S such that

F$)= fsn) — %d(s, Sn), VseS. ®)

Considering an arbitrary v € K(s,,), one can find sequences {#;} C R and {w;} C
Ts, M such that # | 0 and wy — Oy, and expy, (tr(v 4+ wy)) € S for all k. From (8) it
follows that

—1 —1
 (expy, (1 0+ w10)) = £ (50) = —d(expy, (1w + w0).50) = — w0+
By letting k go to 400, we get

f(expy, (e + wi))) — fsn)

-1
Df (sy, v) > liminf —lvll, Vv e Kg(syn).
k—+00 n

Ik
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Moreover, ¢ = infg f = lim f(s,). So that the (P.S.) condition provides a relabeled
subsequence {s,} which converges to some point s in the closed set S. By lower
semicontinuity of f, f(s) =infg f.

It remains to show that the inequality (7) is true. For every v € Ks(s), there exist
sequences {fx} C R and {wi} C T3 M such that #; | 0 and wy — Oy, and exp, (tx (v +
wg)) € S for all k. Hence f(s) < f(exp, (t (v + wg))) for all k, and one can deduce
Df(s;v)>0forall ve Kg(s). O

The following result is a generalization of [5, Theorem 3.5] which can be proved
by the previous theorem.

Corollary 3.1 Let M be a complete Riemannian manifold and f : M — R be a
bounded below locally Lipschitz function. Assume that f satisfies the (P.S.) condition.
Then problem miny ¢y f(x) has at least a solution x € M and 0 € 3f (x).

Now, we get necessary conditions of optimality for the problem (6) in the case
where f is locally Lipschitz.

Theorem 3.2 Let S be a closed subset of a complete Riemannian manifold M and
f : M — R be alocally Lipschitz function. Let s € S be a solution of the problem (6).
Assume that, for every s’ € S, there exists a linear operator

Ay :dom(Ay) CTyM — Yy,

such that the domain of Ay is dense in Ty M, Ay is a closed operator and the range
of Ay is closed in Yy, where Yy is a Banach space. Moreover, suppose that the null
space of Ay is a subset of Ks(s'). Then, there is p in the domain of A¥ such that
A% (p) € 3f (s), where A% : dom(A}) — T; M* is the adjoint operator of A.

Proof Let v be an arbitrary point of the null space of Ay, then there exist sequences
{te} C RT and {wi} C Ty M such that #; | 0 and wy — Oy, and exp,(tr(v+wy)) €S
for all k. Since s € S is a solution of the problem (6) it follows that

F(8) < f(expy (t(v + wp))),

and one can deduce f°(s,v) > 0 for all v in the null space of A;. Hahn—Banach
theorem provides some point & € TyM™* such that (£, v) = 0 for all v in the null
space Ag, and (&, y) < f°(s, y) forall y € Ty M, which means & € df (s). On the other
hand, since range of A is closed, it follows that range of A¥ is closed too. Hence
£ € [N(A)]*+ = R(A}¥) = R(A}), where N and R denote null and range spaces,
respectively, which means there is p in domain A} such that £ = A} (p) € 9f(s), as
required. O

We conclude this section with an application of the necessary conditions of opti-
mality that demonstrates the generality of our results.
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Let M be a complete Riemannian manifold. Assume now that the subset S in the
problem (6) is given by

S={xeM|3jeJ suchthat G;(x) =0},

where foreach j € J,G;: M — Risa C! mapping and dGi(x) : TyM — R is
surjective and the null space of dG(x) has a topological complement whenever
G j(x) = 0. Moreover, assume that

Gl ONG ' O)=n. ifi#].

For every s € §, there is a unique j € J such that s € G;l (0). Suppose that
Ay =dG(s), using Corollary 2.1 one can deduce that the assumption of the previous
theorem is satisfied. Consequently, there exists p € R such that dG ;(s)*(p) € 3f (s).
In the particular case when J is singleton, that is, S = G! (0) where G : M — Risa
C! mapping, then for some A € R, AdG(s) € df (s), which is the classical Lagrange
multiplier rule for locally Lipschitz functions.

4 Conclusions

The concept of metric regularity on manifolds is of fundamental importance for both
theoretical developments and numerically oriented studies. In this paper, we estab-
lish a sufficient condition for real valued functions defined on complete Riemannian
manifolds to be weakly metrically regular in terms of strict differentiability. Some
examples which arise naturally on Riemannian manifolds are presented. Using the
notion of contingent cone, a version of Palais—Smale condition for lower semicontin-
uous functions on Riemannian manifolds is introduced. Then, by means of the notion
of generalized gradient, we present necessary conditions of optimality for a general
minimization problem.
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